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➢ Cloud malware injection is a threat where an attacker injects a 
malware to manipulate the victim’s Virtual Machine (VM).

➢ Static analysis (code is analyzed) vs dynamic analysis (behavior is 
analyzed).

➢ The underestimated mislabeling problem is a big challenge.
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➢ Cloud malware injection is a threat where an attacker injects a 
malware to manipulate the victim’s Virtual Machine (VM).

➢ Static analysis (code is analyzed) vs dynamic analysis (behavior is 
analyzed).

➢ The underestimated mislabeling problem is a big challenge.

Goals:

➢ The feasibility of applying CNN to VMs malware detection using 
fine-grained process performance metrics.

➢ Tackling the mislabeling problem by using 3d CNNs.
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Mislabeling Problem

Benign Phase Malicious Phase

Inject and execute malware

During the training phase, there is no guarantee that a malware exhibited malicious behavior.

-  A malware may never show a malicious activity during the training phase at all.
+ More common scenario is when a malware periodically (e.g., every 1 minute) performs 
malicious activities such as stealing and sending some information to its Command and 
Control servers (C&Cs).
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Mislabeling Problem
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CNN Overview
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CNN Overview
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Convolution operation example
Ref: blog.csdn.net



Methodology - 
Performance Metrics
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➢ We use performance metrics as a way of defining a process behavior.
➢ 28 process-level performance metrics.
➢ These metrics can easily be fetched through the hypervisor.



Methodology - CNN Model
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We represent each sample as an image (2d matrix) which will be the 
input to the CNN. 

Consider a sample       at a particular time   , that records     features 
(performance metrics) per process for      processes in a VM:

Methodology - 2D CNN Input
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➢ CNN requires the same process to remain in the same row in each 
sample.

➢ The CNN in computer vision takes fixed-size images as inputs, so 
the number of features and processes must be predetermined.

Use the max process identification number (PID) which is set by the 
OS?

○ The limit (max number of PIDs) is defined in /proc/sys/kernel/pid_max 
which is usually 32k.

○ Huge input matrix!
○ Change the max PID number defined? 

■ Kernel confusion if wrap around happened too often.

➢ there is no guarantee that, for instance, a process with a PID 1000 
at a particular time is going to be the same process at a later time.

Methodology - CNN Input Issues
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➢ We define a process, referred to as unique process, by a 3-tuple:
○ process name
○ command line used to run process
○ hash of the process binary file (if applicable)

➢ We set the maximum number of unique processes to 120 to 
accommodate for newly created unique processes.

Methodology - CNN Input Issues
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The 3d CNN model input includes multiple samples over a time 
window. The input matrix is:

Methodology - 3D CNN Input
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➢ Our experiments were conducted on Openstack.
➢ To simulate a real world scenario, we used a 3-tier web 

architecture and a self-similar traffic gen. (on/off Pareto) is used.

➢ Data collection:

Experimental Setup

18

© Mahmoud Abdelsalam World Leading Research with Real World Impact!

Web server
(Apache)

Client

App server
(Wordpress)

DB server
(MySQL)

Client

.

.

0             15                        30

Time 
(min)

Clean phase Malware injection Point.
25 Malware executables are 
injected (one per experiment).

Period of potential 
malware activity prone 
to mislabeling problem

Collect 28 different process performance metrics 
(Table I) every 10 seconds for ≃ 100 processes



2D CNN Results
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3D CNN Results
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➢ CNN depends on the spatial structure of the data, does our case 
miss that?

➢ A large time window? 
○ Need a large amount of data.
○ Act as a window of opportunity for the malware to maliciously act before 

detection and possible mitigation.

Limitations
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Questions/Comments
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